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According to the research plan,

SO FERRI AL L T E S0,
text-to-image synthesis,

customizable image synthesis,

multi-stage multi-text image synthesis, and multi-stage multi-text customizable image synthesis have
been realized this year. The specific implementation situation of each aspect is as follows:

this cederlul

® Text-to-Ilmage Synthesis

We propose two improvements in the text-to-image
synthesis research: 1) multi-class discriminant method; 2) a
method of starting synthesis from the foreground.

The idea of the multi-class discrimination method is to
improve its discriminative ability by introducing more
discriminant types into the discriminator. According to the
adversarial character of GAN, the improvement of the
discriminative ability can promote the generator's
generation ability to achieve better image synthesis. The
subjective results are shown in Fig. 1.

For the method of synthesizing from the foreground,
the specific implementation process is first to synthesize
the corresponding foreground content based on the input
text and then synthesize the final image based on the
synthesized foreground and input text. This synthesis
process is divided into two synthesis methods. One is to
synthesize the foreground in the first and second stages,
and the image with background information is synthesized
in the third stage; the other is to synthesize the foreground
in the first stage, and the image with background
information is synthesized in the second and third stages.
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Fig.1. Based on the input text, our method can
synthesize multiple high-quality image results.
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Fig.2. The comparlson between our results and
the real images corresponding to the input text.
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® Customizable Image Synthesis

The basic idea of customizable image synthesis is to use
text and contour information to synthesize corresponding
images. The text can determine the basic content of the
synthesis, and the contour can determine the shape, size,
and position of the synthesized object. On the one hand,
using text and contour information to synthesize images
achieves better control effects. On the other hand, both
text and contour can be manually input, which makes the
synthesis method more interactive and practical. The
results of the customizable synthesis are shown in Fig. 3.

® Multi-stage multi-text image synthesis

Multi-stage multi-text image synthesis means that for
the image synthesized based on text, it can continue to
use text to modify the image content. The core of this
method is to use text to modify the generated image
content. To achieve this goal, we refer the idea of
text-to-image synthesis and realize text-guided image
manipulation through multi-stage synthesis. We introduce
sentence-aware and word-aware in the network structure
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Fig.3. The results of customizable image
synthesis.
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Fig.4. The comparison results of our method
with existing text-guided image manipulation

to improve the image manipulation effect. The methods.

comparison results between our method and existing text-guided image manipulation methods are
shown in Fig. 4. The figure shows that the manipulation effect of our method is best.

After combining our proposed text-guided image manipulation and text-to-image synthesis
methods, a multi-stage multi-text image synthesis method is formed. The basic result is shown in Fig.
5.
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Fig. 5. Based on the text, the corresponding image can be synthesized, and then it can continue to enter the text to modify
the content of the generated image.

® Multi-stage multi-text customizable image synthesis
We combine text-guided image manipulation with
customizable image synthesis to achieve multi-stage
multi-text customizable image synthesis. This approach Alage tvind e ot &
has extremely high controllability. It allows people to  “*mmm=ear=ess | -s” o

input the text and contour to synthesize the corresponding %

image and then continue to input new text to modify the
local content of the generated image. Fig. 6 shows the
results of multi-stage multi-text customizable image s e |
synthesis. The result is first synthesized based on text and ﬂ

Fig.6. The results of the multl -stage multi-text
customizable image synthesis.
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contour, and then can continue to input new text to modify
the generated image content.

Summary of the current situation

Overall, we have accomplished the fundamental goal of this research, which is to realize a
multi-stage and multi-text synthesis method that can be artificially controllable and highly flexible.
At the same time, in terms of quantitative results, the established 15% improvement target has been
basically completed.

Existing problems and future research plans

There are two main problems at present, one is that the image results synthesized by the current
methods still have room for further improvement; the other is that the current method performs
generally in complex image synthesis. For the above problems, we will further optimize the network
model of synthetic images in the future to achieve better image synthesis quality and higher quality
complex image synthesis results. Besides, we will reduce the weight of the model to improve the
applicability of this research.
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